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1. Introduction

One of the most remarkable feats achieved with an STM, beside the possibility to visualize material surfaces with atomic resolution, was the possibility to image the standing waves associated with the interference of quasi-free electron wave-functions. The “standing waves” arising in the presence of surface inhomogeneities are also known as Friedel oscillations [1], where the term of Friedel oscillations has been first introduced to describe the asymptotic dependence of the perturbed
density of states of a free electron gas in the presence of disorder. Such disorder can consist of vacancies (naturally occurring, or induced by irradiation), ad-atoms (magnetic or non-magnetic), substitutional atoms, lattice deformations such as curvatures, local deformations in the lattice structure and the number of bonds, etc. The observation of the Friedel oscillations induced in the vicinity of these impurities allows the illustration of some very important concepts of condensed matter physics. Thus, their analysis provides a direct observation of screening and of electron–electron interaction. Moreover, these oscillations lie at the foundation of the description of the indirect coupling between magnetic moments via the conduction electrons in a metal with the famous Ruderman–Kittel–Kasuya–Yosida (RKKY) interaction potential \([2–4]\), as well as of the long-range adsorbate interaction mediated by a two-dimensional electron gas \([5]\).

Following their first description by Friedel, the possibility to use the Friedel oscillations to probe the electronic structure of materials was considered by many others, notably in the case of transitional metals \([6]\). They were mentioned in relation to magnetic impurities in bulk (3D) materials, for which an important damping factor of the amplitude of the oscillations is observed: the oscillations fall off with the distance \(r\) as \(1/r^d\) where \(d\) is the dimensionality of the considered electron gas. Furthermore, the observation of the Friedel oscillations was for the first time done indirectly by the observation of the coupling between two magnetic layers with a non-magnetic spacer (host metal) \([7]\) for which the theoretical description \([8]\) has revealed the Fermi surface of the spacer. The development of the scanning tunneling microscopy (STM) has offered the possibility to study the standing waves in the local density of states (LDOS) which are in fact energy resolved Friedel oscillations for 2D or 1D electron gases which provide longer coherence lengths than those observed in 3D. The local density of surface states has been first obtained by Hasegawa and Avouris \([9]\) on confined Shockey states of \(\text{Au}(111)\) surfaces at room temperature, and by Crommie et al. \([10]\) on \(\text{Cu}(111)\) at 4 K.

Subsequently, the dispersion relation \(E(k)\) of surface-state electrons of \(\text{Ag}(111)\) and \(\text{Cu}(111)\) permitted the estimation of the surface state inelastic lifetime \([11]\). As long energies are accessible both below and above the Fermi level, it was also possible to study the deviation of the free-electron-like parabolic dispersion, moreover Bürgi et al. \([12]\) have defined a method to directly image the potential landscape on \(\text{Au}(111)\) by STM.

For these measurements, the standing waves have been imaged not only at the Fermi level but also at different energies. This requires the spatial mapping of \(dI/dV\) at different applied voltages \(V\), which allows one to focus on individual values of the energy specified by \(V\), and avoids an integration over all the wavelengths corresponding to the energies between the considered energy level and the Fermi level. This was clearly demonstrated by Pivetta et al. \([13]\) on \(\text{Ag}(111)\). In this study, standing waves are generated by step edges, and one focuses on a particular reciprocal lattice direction when analyzing the Fermi surface.

In 1997, Sprunger et al. \([14]\) demonstrated the possibility to use STM to directly image the Fermi surface contour of a metal surface, by performing the power spectrum (Fourier transform (FT)) of a topographic image of a complex “electron sea” pattern generated by a random distribution of point-like surface defects. These studies were performed around the Fermi level (low bias voltage) and on simple isotropic Fermi surface of \(\text{Au}(111)\) and \(\text{Cu}(111)\) surfaces \([15]\). In this seminal paper, Friedel oscillations appear in the Fourier transform as a circular feature centered around the Brillouin zone center with a radius corresponding to \(2k_F\). This corresponds to the simple case of an isotropic Fermi contour centered around the center of the Brillouin zone. As we will see in the next section, this is a direct evidence of the singularity in the Lindhard susceptibility function of the two dimensional electron at scattering momentum vector \(\vec{q} = 2 \hat{K}_F\).

The dependence of the Lindhard susceptibility on \(\vec{q}\) was subsequently elegantly demonstrated by the observation of standing waves on Be (10\(\bar{1}\)0) surfaces \([16]\). In this system the Fermi surface is no longer isotropic and standing waves can not be generated by all step edges (i.e. in all directions). As we will see later, this corresponds to the fact that the wavevectors for the quasiparticles with a given energy can isotropically point in any direction for a circular Fermi contour centered around the \(\Gamma\) but acquire a dependence on the direction and position in momentum space if the Fermi surface is no longer isotropic, or if it becomes split.

More recently the FT-STM technique (obtaining and analyzing the Fourier transform of STM images) has begun to be applied also to LDOS images \(dI/dV\) maps which combine STM imaging and a spectroscopic measurement of the LDOS as a function of energy and position. This technique has been denoted FT-STS: “FT-Scanning Tunneling Spectroscopy”, though in the literature the terms FT-STM and FT-STS are sometimes both used to describe FT-STS measurements. The FT-STS technique has been applied on high-\(T_c\) superconductors, for a small range of energy around the Fermi level (see, e.g., \([17–19]\)). Another important observation made using the FT-STS was about the spin of the quasiparticles. As two waves with opposite spin directions cannot generate quasiparticle interferences (QPI), Pascual et al. \([20]\) demonstrated the ability to probe indirectly the orientation of the spin associated with a Fermi surface of a half magnetic material. The strength of this technique has also been tested on a semi-metal \(\text{ErS}_2\), for which some constant energy contours (CECs) are split into several bands, and where it has been demonstrated as well the possibility to determine the whole 2D band structure in a wide range of energy \([21,22]\).

Here we discuss how this technique has been used to study theoretically and experimentally various systems such as graphene, high-temperature superconductors and interacting one dimensional systems, and how in certain instances this has allowed one to extract important hidden information about the electronic structure of those systems that would not be available experimentally via other types of measurements. We first describe the theoretical technique most widely used to approach this problem, the \(T\)-matrix approximation (section 2). We then present applications to various systems such as monolayer and bilayer graphene (section 3), graphene in the quantum Hall regime (section 4), high-temperature
Fig. 1. Diagrammatic description of the T-matrix approximation: the Green function for a system in the presence of an impurity can be obtained from adding to the unperturbed Green's function the contributions corresponding to all-order impurity scattering processes. We note that the sum of the contributions appearing to the right of $G_0$ is identical to $T$, which allows one to write the self-consistency equation on the third line.

superconductors modeled using the d-density wave model (section 5), and one-dimensional Luttinger liquids (section 6). We conclude in section 7.

2. T-matrix approximation

The T-matrix approximation has been successfully used to calculate the effects of disorder on the spectral properties of an electronic system. The basic theory is described for example in [23,24], and for a few example of how this is applied we mention Refs. [25–43]. The basic principle of this technique lies in an infinite perturbative summation of the diagrams resulting from expanding perturbatively the Green function of a system to all orders in the impurity scattering. In order to be able to apply the T-matrix approximation one needs to have the exact form of the tight-binding Hamiltonian of a system. The T-matrix approximation is valid as long as the impurity potential considered is localized, since it is this condition that allows the re-summation of all orders in perturbation theory. For extended impurities, the T-matrix approximation is in general replaced by the Born approximation, for which only the first order term in the impurity potential series is considered; this is equivalent to a perturbative expansion in the impurity potential which is valid only when the impurity scattering is weak.

2.1. T-matrix approximation in momentum space

We will briefly review here the principle of the T-matrix approximation [23,24]. The impurity scattering problem can be solved both in the real space and in momentum space. We will first focus on the momentum space calculation. For a given system one can define a finite temperature (imaginary time) generalized Green's function,

$$G(k_1, k_2, \tau) = -\text{Tr} e^{-\beta(K-i\Omega)} \text{Tr} \psi_{k_1}(\tau) \psi_{k_2}^+(0)$$

(1)

where $K = H - \mu N$, $e^{-\beta\Omega} = \text{Tr} e^{-\beta K}$, and $T_\tau$ is the imaginary time ordering operator. For a translationally-invariant, disorder-free system, the generalized Green's function defined above is non-zero only if $k_1 = k_2$ (momentum is conserved), and the generalized Green's function reduces to the standard Green's function which depends only on one momentum. However, the generalized Green's function acquires a non-zero component for $k_1 \neq k_2$ if the system is inhomogeneous, such as in the presence of impurity scattering. This component can be calculated using the T-matrix formulation [31–34], where in what follows we will focus solely on the zero-temperature limit:

$$G(k_1, k_2, i\omega_n) = G_0(k_1, i\omega_n) T(k_1, k_2, i\omega_n) G_0(k_2, i\omega_n)$$

(2)

where

$$G_0(k, i\omega_n) = (i\omega_n - \mathcal{H}_k)^{-1}$$

(3)

is the unperturbed Green's function of the homogeneous system, $\mathcal{H}_k$ is the Hamiltonian, and

$$T(k_1, k_2, i\omega_n) = V(k_1, k_2) + \sum_{k'} V(k_1, k') G_0(k', i\omega_n) T(k', k_2, i\omega_n)$$

(4)

As detailed in Fig. 1, this expression stems from a perturbative expansion to all orders in the impurity scattering. If only the first term of the expansion is preserved, one recovers the first order perturbation theory in the impurity scattering potential, also denoted the Born approximation. Oftentimes, one assumes that the impurity scattering potential is very close...
to a delta function so that $V$ is independent of $k$ and $k'$

$$
\mathcal{H}_{\text{imp}} = \int dx \, V \, c_\lambda^\dagger(x) c(x) \, \delta(x) = \int V \, c_\lambda^\dagger(\vec{k}) c(\vec{k}')
$$

(5)

For this case we can solve Eq. (4), and obtain

$$
T(i \omega_n) = [1 - V \int \frac{d^2k}{S_{\text{BZ}}} G_0(k, i \omega_n)]^{-1} V
$$

(6)

where $S_{\text{BZ}}$ is the area of the first Brillouin zone (BZ) of the system, and the integral over $k$ is performed over the entire Brillouin zone.

In the neighborhood of the impurity, spatial oscillations of the local density of states are induced. The Fourier transform of these oscillations can be related to the generalized Green’s function,

$$
\rho(q, \omega) = \sum_k g(k, q, \omega)
$$

(7)

where $g(k, q, \omega) \equiv G(k, k + q, \omega) - G^*(k + q, k, \omega)$, and $G(k, k + q, \omega)$ is the generalized retarded Green’s function obtained by analytical continuation $i \omega_n \to \omega + i \delta$ from the Fourier transform of the imaginary-time Green’s function $G(k, k + q, i \omega_n)$.

2.2. T-matrix approximation in real space

If one is interested in the real space spectral properties of a system, such as the space dependence of the LDOS, one can use the real space T-matrix formalism. The relations described above can be Fourier transformed to real space, yielding for the retarded space-dependent generalized Green’s function of the system

$$
G(\vec{R}_1, \vec{R}_2, E) = \int \frac{d^2k}{\vec{R}} G_0(\vec{R} - \vec{R}_1, E) \, T(\vec{R}, E) \, G_0(\vec{R}_2 - \vec{R}, E)
$$

(8)

where $T(\vec{R}, E)$ is the space-dependent T-matrix. In the same way as for the momentum-dependent formalism, the generalized Green function depends on two (spatial) variables. In the absence of disorder, for a homogeneous system, it is only a function of the difference $\vec{R}_1 - \vec{R}_2$, so that only one spatial index is preserved in the notation: $G_0(\vec{R}_1, \vec{R}_2, E) = G_0(\vec{R}_1 - \vec{R}_2, E)$. However, in the presence of disorder, the generalized Green’s function will depend on both variables independently.

The spatial dependent Green’s function characterizes the propagation between two points in space $\vec{R}_1$ and $\vec{R}_2$. If one is not interested in the propagation of a particle between two spatial points, but would rather want to determine the spectral properties, for example the number of allowed states having a given energy at a given position, one needs to focus only on the limit $\vec{R}_1 = \vec{R}_2 = \vec{r}$. Consequently, the LDOS can be obtained from the retarded Green’s function by using the conventional relation:

$$
\rho(\vec{r}, E) = -\text{Im} G(\vec{r}, \vec{r}, E)
$$

(9)

In general one focuses on a delta-function impurity localized at $\vec{R} = 0$, which yields

$$
G(\vec{r}, \vec{r}, E) = G_0(-\vec{r}, E) T(E) G_0(\vec{r}, E)
$$

(10)

where $T(\omega) = [1 - V \int \frac{d^2k}{S_{\text{BZ}}} G_0(\vec{k}, \omega)]^{-1} V$, and the integral over $\vec{k}$ is performed on the first BZ, whose area is denoted by $S_{\text{BZ}}$.

3. Friedel oscillations in graphene: chirality measurements

Graphene has been studied extensively in recent years. Its most fascinating aspect is the existence of linearly-dispersing gapless excitations in the vicinity of the Dirac points. This gives rise to very interesting electronic properties such as Friedel oscillations in the local density of states at low energy which decay as $1/r^2$ [44,45], instead of the usual $1/r$ characteristic to two-dimensional systems [33,46]. Comparison with experiments can provide information about graphene’s fundamental physics, and about the nature of the impurities.

Here we analyze the Fourier transform of the density of states measurable by Fourier transform scanning tunneling spectroscopy (FTSTS). Such measurements have recently been developed for graphene [47], as well as for other two-dimensional materials such as ErSi$_2$ [21,22,48] and the cuprates [16–19,49].

Our first observation is that the FTSTS spectra can be used to distinguish between monolayer and bilayer graphene. In particular, for monolayer graphene with a localized (delta-function) impurity potential, the Friedel oscillations generated by intranodal scattering decay as $1/r^2$ at low STM bias, consistent with previous analysis [44,45]. In the FTSTS spectra this is manifested by a filled circle of high intensity in the center of the Brillouin zone (BZ), with a radius proportional to the
STM bias. On the other hand, the Friedel oscillations generated by the scattering of quasiparticles between different Dirac points decay as $1/r$. In the FTSTS spectra, these oscillations are translated into circular contours of high intensity centered around the corners of the BZ and around sites of the reciprocal lattice. Due to the form of the underlying Hamiltonian, the distribution of intensity on some of these circles is not rotationally invariant.

For the bilayer system, at low energy the oscillations due to both intranodal and internodal scattering have a $1/r$ dependence, corresponding to circular lines of high intensity close to the center and the corners of the BZ, and around the sites of the reciprocal lattice. At higher energies, the splitting of the bands for the bilayer sample is also observable in the FTSTS spectra.

We also note that the FTSTS spectra can allow us to distinguish between different types of impurities. For example, for the case of a screened-charge impurity, the effect of internodal scattering is greatly reduced compared to the effect of intranodal scattering. This gives a clear signature in the FTSTS spectra which can be observed in an experiment.

Our last observation is that the FTSTS spectra, besides providing information about the band structure of graphene, can also give insight into the underlying system. In particular, the shift of the decay of the Friedel oscillations from $1/r$ to $1/r^2$, and the rotational asymmetry of some of the high-intensity spots, are strongly dependent on the peculiar form of the tight-binding Hamiltonian, and cannot be deduced solely from band-structure arguments.

The tight-binding Hamiltonian for monolayer graphene is:

$$\mathcal{H} = \int d^2k [a_k^\dagger b_k f(\vec{k}) + h.c.]$$

(11)

where the operators $a_k^\dagger$, $b_k^\dagger$ correspond to creating electrons on the sublattice $A$ and $B$ respectively, and $f(\vec{k}) = -t \sum_{m=1}^3 \exp(i \vec{k} \cdot \vec{r}_m).$ Here $\vec{a}_1 = (\sqrt{3}x + y)/2$, $\vec{a}_2 = (\sqrt{3}x - y)/2$, $\vec{a}_3 = -\vec{a}_y$, $t$ is the nearest-neighbor hopping amplitude, and $a$ is the spacing between two adjacent carbon atoms, which we are setting to 1.

We will use this form of the Hamiltonian when performing our numerical analysis of the FTSTS spectra. However, it is useful to expand the Hamiltonian close to the corners of the BZ, which we also denote as nodes or “Dirac points”, and use the linearized form to solve the problem analytically at low energies. The momenta of the six corners of the Brillouin zone are given by $\vec{k}_{1,2} = \pm 2\pi/(3\sqrt{3})$ \{0\}, $\vec{k}_{3,4} = \pm 2\pi/(3\sqrt{3})$, $2\pi/3$, $\vec{k}_{5,6} = \pm 2\pi/(3\sqrt{3})$, $-2\pi/3$. Close to each corner, $m$, of the BZ we can write $f(\vec{q} + \vec{K}_m) \approx \phi_m(\vec{q}) = v_m \vec{q} \cdot \vec{r}_m$, where $\vec{q}$ denotes the distance from the respective corner. Also $v_{1,2} = 3\sqrt{3}/2$, $v_{3,4} = v \exp(-i\pi/3)$, $v_{5,6} = v \exp(i\pi/3)$ and $J_{1,2} = (\pm 1, -i)$, $J_{3,4} = J_{5,6} = (\pm 1, i)$.

The corresponding Green function, $\mathcal{G}(\vec{k}, \omega)$, derived from the tight-binding Hamiltonian in Eq. (11) can be expanded at low energy around the six nodes (denoted $m$), and in the $2 \times 2$ ($A$, $B$) sublattice basis can be written as:

$$\mathcal{G}(\vec{k}, \omega) \approx \mathcal{G}_m(\vec{k}, \omega) = \frac{1}{\omega^2 - |\phi_m(\vec{k})|^2} \left( \begin{array}{cc} \omega + i\delta & \phi_m^*(\vec{k}) \\ \phi_m(\vec{k}) & \omega + i\delta \end{array} \right)$$

(12)

where $\delta$ is the quasiparticle inverse lifetime. The Fourier transform of the linearized Green function is given by:

$$G_m(\vec{r}, \omega) \propto \omega \left( \begin{array}{c} H_0^{(1)}(z) \\ i \phi_m(\vec{r}) H_1^{(1)}(z) \\ H_0^{(1)}(z) \end{array} \right)$$

(13)

where $z = \omega r/v$, $H_n^{(1)}(r)$ are Hankel functions, $r = |\vec{r}|$, and $\phi_m(\vec{r}) = v_m \vec{r} \cdot \vec{J}_m/(vr)$.

We first focus on a delta-function localized on an atom belonging to sublattice $A$. In the ($A$, $B$) basis, the impurity potential matrix $V$ has only one non-zero component $V_{11} = u$. We start with a $T$-matrix study of the full Hamiltonian presented in Eq. (11), and we analyze our results numerically for various energies. The resulting FTSTS spectra (corresponding to the real part of the Fourier transform of the LDOS) are plotted in Fig. 2. There are several interesting features that should be noted. First, there are regions of high intensity in the FTSTS spectra corresponding to intranodal quasiparticle scattering (central region) and internodal scattering (outer regions). Similar features have also been observed experimentally [47]. The high-intensity regions that we find are point-like at zero energy, and acquire distinct features as one increases the energy (STM bias). Thus, at low energy the central high-intensity region is a filled circle, while the outer regions are empty. Also, the rotational symmetry of the high-intensity regions located at the corners of the BZ is broken, while it is preserved for the high-intensity regions centered on sites of the reciprocal-lattice. With increasing the energy even higher, other effects such as the changing of the shape of the equal-energy contours from circular to triangular (trigonal warping) start playing an important role. At very high energy the FTSTS intensity map becomes quite intricate. Note that the negative values in the FTSTS are not surprising: on one hand we plot the FT of the LDOS due to the impurity which can be positive or negative as long as the total LDOS is positive. Moreover, for a system with hexagonal symmetry taking the FT may yield both positive and negative values, as well an imaginary component that we do not depict here. In experiments oftentimes what is considered the absolute value of the FT of the LDOS to avoid these problems.

We now turn to the analytical study of the dependence of the LDOS on the relative position with respect to the impurity ($\vec{r}$) at low energies. In this range, the physics is dominated by linearly dispersing quasiparticles close to the Dirac points. We find that spatial variations of the LDOS due to the impurity are given by:

$$\rho(\vec{r}, E) \propto -\text{Im}[\mathcal{G}(-\vec{r}, E)T(E)\mathcal{G}(\vec{r}, E)]$$
We now switch gears and consider the case of a single impurity in bilayer graphene. The bilayer graphene consists of two graphene layers stacked on top of each other such that the atoms in the sublattice $A$ of the first layer occur naturally directly on top of the atoms in the sublattice $B$ of the second layer [50], with a tunneling coupling of $t_0$. We consider the
case of an impurity located on the sublattice A. The case of a single impurity located on a site of a different type, as well as the case of multiple impurities will be presented elsewhere. The resulting FTSTS spectra for the LDOS in the top layer are presented in Fig. 3.

Note that there are similarities and discrepancies between the monolayer and bilayer cases. Like in the monolayer case, there are areas of high intensity centered on the corners of the BZ, as well as on the sites of the reciprocal lattice. The main difference at low energy is that the central region of high intensity is an empty circle, and not a full circle (as for the monolayer case). At high energy, we also note a doubling of the number of high intensity lines corresponding to the doubling of the number of bands.

An analytical study can be performed at low energies starting from the expansion of the Hamiltonian around the Dirac points \( m \). In the sublattice basis \( \{ A, B \} \) this yields [51]:

\[
H^{\text{bilayer}}_m(\vec{k}) = \begin{pmatrix}
0 & [\phi_m(\vec{k})]^2 \\
[\phi^*_m(\vec{k})]^2 & 0
\end{pmatrix}
\]

where for simplicity we have set the effective mass of the quadratic spectrum to 1. The corresponding Green function in real space is given by:

\[
G_m(\vec{r}, \omega) \propto \begin{pmatrix}
H_0^0(z) & -[\phi_m(\vec{r})]^2 H_2^0(z) \\
-[\phi^*_m(\vec{r})]^2 H_2^0(z) & H_0^0(z)
\end{pmatrix}
\]

where we have denoted \( z = r/|\omega|/v \). Starting from Eq. (14), we perform a similar analysis to the case of monolayer graphene. Thus we note that at large distances \( z \gg 1 \), as opposed to the monolayer case, the leading \( 1/r \) contribution for intranodal scattering is non-vanishing:

\[
\rho_m(\vec{r}, \omega) \propto \frac{1}{r \sqrt{|\omega|}} \cos(r \sqrt{|\omega|}/v)
\]

This is consistent with the appearance of an empty circular contour at the center of the BZ, as opposed to the filled circle for the monolayer case. The leading contribution to the decay of the oscillations due to internodal scattering is also \( 1/r \). Note that in the monolayer case the amplitude of the Friedel oscillations corresponding to intranodal scattering is independent of energy, and the amplitude of the Friedel oscillations corresponding to internodal scattering increases as \( \omega^2 \), while for the bilayer case all oscillations decrease with energy as \( 1/\sqrt{|\omega|} \).
These theoretical predictions have been confirmed experimentally [47]; these results are presented in detail in an accompanying article [52]. Indeed circular contours of high intensity centered around the corners of the BZ have been observed in monolayer graphene, as well as in bilayer graphene indicating internodal Friedel oscillations decaying as $1/r^2$. Moreover a filled high-intensity circular region at the center of the BZ has been observed in monolayer graphene indicating intranodal Friedel oscillations decaying as $1/r$, and an empty circular contour in bilayer graphene indicating intranodal Friedel oscillations decaying as $1/r^2$, as theoretically predicted [34]. Such measurements have also been performed in other groups [53], in Fig. 4 we present the results obtained by these measurement in bilayer graphene, again this shows circular contours of high intensity centered around the corners and the center of the BZ.

To conclude, we have computed the effect of single-impurity scattering on the LDOS, in particular on the Fourier transform of the LDOS measurable experimentally by FTSTS. We have found that the FTSTS spectra in the vicinity of an impurity are a very good tool to distinguish between monolayer and bilayer graphene. In particular, for monolayer graphene, the Friedel oscillations due to intranodal scattering decay as $1/r^2$ and are rotationally invariant. In the FTSTS spectra they correspond to a filled high-intensity circular region at the center of the BZ. On the other hand, the Friedel oscillations due to internodal scattering decay as $1/r$. They lead to different FTSTS features, such as circular contours of high intensity centered around the corners of the BZ and on sites of the reciprocal lattice. Some of these contours display a breaking of rotational invariance. For the bilayer case both the internodal and the intranodal Friedel oscillations decay as $1/r$.

We have also showed that the FTSTS spectra can be used to distinguish between different types of impurities, for example between a delta-function impurity and a screened Coulomb scatterer.

Last, but not least, we have noticed that, while the FTSTS spectra in the presence of an impurity can give information on the band structure, they are not fully determined by it, but also contain very important information about the specific form of the Hamiltonian. We believe that this feature is very important, and could be also used in the case of cuprates to understand the physics of high temperature superconductivity. It would be interesting for example to compare ARPES measurements and FTSTS spectra in the presence of an impurity. For graphene, this would clearly distinguish the effects of the Hamiltonian from the effects of the band structure. For other systems such as the cuprates the differences between ARPES and FTSTS will be more complex, and may provide even deeper insights into the underlying physics. Note also that the resonances observed in the FTSTS can be related to the singularities of the Lindhard susceptibility which arise for momenta relating points in the Brillouin zone situated on equal-energy contours (e.g., $\vec{q} = 2\vec{k}_f$ at the Fermi energy), however the exact form of the FTSTS resonances can be obtained solely from the $T$-matrix calculations.

4. Friedel oscillations and Landau levels

The LDOS in the presence of impurity scattering in graphene can retrieve important information about the physics of its quasiparticles, specifically about their wavefunction. In what follows we use this to study the wavefunctions of the graphene quasiparticles in the quantum Hall effect (QHE) regime. This issue is of particular importance for understanding why the QHE arises in exfoliated, but not in epitaxial graphene, despite the presence of Landau levels (LLs) in both their spectra.

For a given value of the magnetic field we calculate the FTSTS spectra when the tip bias matches the energy of the Landau levels, focusing in particular on the zeroth and the second LL. For energies of the tip situated between two Landau levels, within the approximations we use (Landau levels constant throughout the sample, single-impurity scattering, energy conservation), the intensity of the FTSTS spectra is negligible. We observe that for the zeroth LL, only high-intensity regions corresponding to intra-nodal scattering and to scattering between equivalent nodes are present (at the center of the BZ and reciprocal lattice points respectively), while no features can be identified at the corners of the BZ corresponding to scattering between nonequivalent nodes. The scattering features are rotationally symmetric and decay in a Gaussian manner, consistent with the wavefunction of the quasiparticles in the zeroth LL of graphene.
For higher Landau levels, our calculations reveal both intra-nodal and inter-nodal scattering features. The intra-nodal ones, as well as the ones corresponding to scattering between equivalent nodes, are rotationally symmetric. However, the patterns corresponding to scattering between nonequivalent nodes are asymmetric. Their asymmetry is a consequence of the chirality of the graphene quasiparticles. The radial dependence of these features stems from the electronic wavefunction of the Landau levels, and shows intensity minima and maxima. The scale of these fluctuations, as well as the scale associated with the Gaussian decay, are proportional to the inverse magnetic length.

In the absence of magnetic field, the eigenfunctions of the above Hamiltonian have been extensively studied (see e.g. [54] and references therein). In the presence of a large magnetic field (QHE regime), the eigenfunctions have also been determined in Refs. [55,56] by noting that the Hamiltonian reduces to the Hamiltonian of the harmonic oscillator. The diagonalization of the Hamiltonian for $\xi = 1$, $\mu = 0$, and $v = 0$ (around the point $K_{00}$) can be done by building the eigenfunction [55,56]:

$$
\Psi(\vec{r}) = \sum_k \frac{e^{ikx}}{\sqrt{L}} \left( \begin{array}{c} 0 \\ \phi_0(y - kl_B^2) \end{array} \right) c_{k,-1} + \sum_{k,n,\alpha} \frac{e^{ikx}}{2L} \left( \begin{array}{c} \phi_n(y - kl_B^2) \\ \alpha \phi_{n+1}(y - kl_B^2) \end{array} \right) c_{k,n,\alpha}
$$

(19)

where $l_B = \sqrt{\hbar/eB} \approx 26$ nm/\sqrt{B}$ is the magnetic length, and $\phi_n(y)(n = 0, 1, 2...) = e^{-y^2}/2n! H_n(y)$ are the eigenfunctions of the one-dimensional harmonic oscillator ($H_n(y)$ are the usual Hermite polynomials). Also, $\vec{r} = (x, y)$, the $c_{k,n,\alpha}$'s are the annihilation operators for quasiparticles in the $n + 1$st LL, with wavenumber $k$ along the $x$ direction and band $\alpha$, and $c_{k,-1}$ is the annihilation operator for a quasiparticle in the zeroth LL. In the new "e"-basis the Hamiltonian is diagonal, and the Green functions are:

$$
G_{n,k,\alpha}(\omega) = \langle c_{n,k,\alpha}^\dagger(\omega)c_{n,k,\alpha}(\omega) \rangle = \frac{1}{\omega + i\delta - E_{n,k,\alpha}}
$$

(20)

We generalize this eigenfunction to take into account all the Dirac points (for the first BZ this reduces to the wavefunctions described in [56]) and we obtain:

$$
\Psi(\vec{r}) = \sum_{\xi = \pm 1, \mu, \nu} \Psi^{\xi}_{\mu\nu}(\vec{r}) e^{i\vec{k}_{\mu\nu} \cdot \vec{r}}
$$

(21)

with

$$
\Psi^{\xi}_{\mu\nu}(\vec{r}) = \sum_k \frac{e^{ikx}}{2\sqrt{L}} \left( \begin{array}{c} (1 - \xi)\phi_0(y - kl_B^2) \\ (1 + \xi)\phi_0(y - kl_B^2) \end{array} \right) c_{k,-1,\xi} + \sum_{n,\alpha,\xi} \frac{e^{ikx}}{2\sqrt{2L}} \left( \begin{array}{c} (1 + \xi)\phi_n(y - kl_B^2) - \alpha(1 - \xi)\phi_{n+1}(y - kl_B^2) \\ \alpha(1 + \xi)\phi_{n+1}(y - kl_B^2) + (1 - \xi)\phi_n(y - kl_B^2) \end{array} \right) c_{k,n,\alpha,\xi}
$$

(22)

The $c_{k,n,\alpha,\xi}^\dagger$-operators are annihilation operators that beside the wavenumber $k$, band $\alpha$ and LL index $n$ have also the valley indices $\xi$, $\mu$ and $\nu$. Their unperturbed correlation functions do not depend on the valley indices:

$$
G^{\mu\nu}_{n,k,\alpha,\xi}(\omega) = \langle c_{n,k,\alpha,\xi}^\dagger(\omega)c_{n,k,\alpha,\xi}(\omega) \rangle = \frac{1}{\omega + i\delta - \alpha E_n}
$$

(23)

and, in the absence of disorder, correlators of operators connecting two different valleys are zero.

We introduce a delta-function impurity localized on an atom belonging for example to the A sublattice with an impurity potential

$$
V = u\Psi_A^\dagger(\vec{r})\Psi_A(\vec{r} = 0)
$$

(24)

where $\Psi(\vec{r})$ is given by Eq. (21). Using Eqs. (21), (23) and the Born approximation, we find that in the presence of the impurity potential $V$, $\delta \rho(\vec{q})$ due to impurity scattering is given by:

$$
\delta \rho(\vec{q}) \propto \sum_{\xi,\xi',\mu,\nu,\mu',\nu'} \int_{-\infty}^{\infty} dk \int_{-\infty}^{\infty} dy \, e^{-i\vec{q}\cdot\vec{r}} \, e^{i(\vec{k}_{\mu\nu} - \vec{k}_{\mu'\nu'}) \cdot \vec{r}} \langle 1 - \xi \rangle^2 (1 - \xi')^2 \\
\times \frac{1}{(\omega + i\delta)^2} \phi_0(y - kl_B^2)\phi_0(y - k'l_B^2)\phi_0(-kl_B^2)\phi_0(-k'l_B^2) \\
\sum_{k' = k - q_x + K_{\mu'\nu'}} \sum_{k = k - q_x - K_{\mu\nu}}
$$

(25)

for the zeroth LL ($\omega = 0$).

---

1 The intensity is proportional to an integral of a Gaussian and two Hermite polynomials which ends up proportional to a Laguerre polynomial.
The corresponding spectrum is plotted in Fig. 5. We note that there are regions of high intensity corresponding to quasiparticle scattering between two equivalent nodes (at the center of the first BZ and all equivalent points related via translation by a reciprocal lattice vector), but no high-intensity regions at the corners of the BZ corresponding to scattering between nonequivalent nodes. This can be seen directly from Eq. (25) as only the term proportional to (1 − ⃗{ξ})²(1 − ⃗{ξ}')² appears in δρ(⃗{q}, ω) in the zeroth LL, and this term is nonzero only if ⃗{ξ} = ⃗{ξ}' = 1. This is related to the fact that in the zeroth LL the electronic wavefunctions have only one non-zero component (A or B), depending on the type of node (⃗{ξ} = ±1) on which the electron sits. In order for the electron to scatter between two nodes, it needs to be able to change the sublattice index during the scattering process. However, for the type of impurities we consider (potential disorder), this is not possible. The shape of the observed regions is rotationally symmetric, and the intensity decays with the distance from the center in a manner characteristic to the decay of the ground state of the harmonic oscillator (e^{−x²}).

For an energy corresponding to the n + 1 st LL, the FT of the LDOS is given by:

$$\delta \rho_{\alpha \mu \nu \mu' \nu'}(\bar{q}) \propto |(1 + \xi)^2(1 + \xi')^2|L_{nm}(\bar{q})|^2 + (1 - \xi)^2(1 - \xi')^2|I_{n+1,n+1}(\bar{q})|^2 + e^{-2\pi i[(\mu + \nu - \mu' - \nu')/3]}(1 + \xi)^2(1 - \xi')^2|I_{nm}(\bar{q})|^2 I_{n+1,n+1}^*(\bar{q}) I_{n+1,n+1}^*(\bar{q}) (1 + \xi)^2(1 - \xi')^2 I_{nm}(\bar{q}) I_{n+1,n+1}^*(\bar{q}) + (1 + \xi)^2(1 + \xi')^2 I_{n+1,n+1}^*(\bar{q}) I_{n+1,n+1}^*(\bar{q})$$

where we can compute the I_{nm} integrals analytically:

$$I_{nm}(\bar{q}) = \sqrt{\pi} 2^N M! [(\sigma_{nm} q y_B - i q y_B) / 2]^{N-M} L_{M}^{N-M} (q y_B^2 / 2) e^{-(q x - i q y)^2 q y_B^2 / 4}$$

where L_{nm} is a Laguerre polynomial, σ_{nm} = sign(n − m), q = |\bar{q}| is the length of the \bar{q} vector, and M and N denote the smaller and respectively the larger of m and n.

At this point, there are a few observations we can make. The first is that δρ(\bar{q}, ω) contains terms proportional to Laguerre polynomials (which in general characterize the overlap between two LL eigenfunctions [57]). A Laguerre polynomial shows a number of zeroes (or “nodes”) given by the order of the polynomial (e.g., L_1 has 1 node, L_2 has 2 nodes, and so on).
As these Laguerre polynomials appear in the dependence of the LDOS $\delta \rho(q, \omega)$ on $q$, we expect $\delta \rho(q, \omega)$ to also have a “node” structure. Indeed, the scattering between nonequivalent Dirac points ($\xi \neq \xi'$) gives rise to terms that contain only combinations of $I_{n,n+1}$ terms (all proportional to a Laguerre polynomial of order $n$); these combinations will have $n$ nodes. However, scattering between equivalent Dirac points $\xi = \xi'$ gives rise to terms that contain both $I_n$ and $I_{n+1}$, and hence contain combinations of Laguerre polynomials of different orders. In general one cannot predict the exact number of nodes of such combinations.

The second observation is that the high-intensity features show, besides the Laguerre polynomial dependence, a Gaussian decay on a scale of a few times the inverse magnetic length $e^{-q^2 l_B^2/4}$.

The third observation is that the expression in Eq. (29) contains rotationally asymmetric phase factors. The terms of the form $e^{i q_i q_j l_B^2/2}$ cancel in the final expression of $\delta \rho$ where only products of an integral of the type $I_{mn}$ and of a complex conjugate of such an integral appear. The other complex phase factors $q_x \pm iq_y$ only appear if $m \neq n$, and hence, as it can be seen from Eq. (28), only for processes involving scattering between nonequivalent nodes ($\xi \neq \xi'$). This type of scattering corresponds to coupling between the LL wavefunctions $\phi_n$ and $\phi_{n+1}$. For the non-relativistic QHE this coupling can only arise for the transition of a quasiparticle between two distinct (energy separated) Landau levels. However, we see that for graphene, due to the spinorial structure of the wavefunction, such ($\phi_n, \phi_{n+1}$) coupling occurs naturally inside the same LL, and appears to be a manifestation of the chirality of the graphene quasiparticles.

We have already discussed the particular case of the zeroth Landau level $n = -1$. To illustrate the observations above we focus on the FTSTS spectra in the second Landau level ($n = 1$). This allows us to observe the node structure of the results in more detail than for $n = 0$ (first LL). The $I_{mn}$ integrals are given by:

\[
\begin{align*}
I_{11}(\vec{q}) &= \sqrt{\pi} (2 - q^2 l_B^2) e^{-(q_x - iq_y)^2 l_B^2/4} \\
I_{12}(\vec{q}) &= \sqrt{\pi} (q_x - iq_y) (4 - q^2 l_B^2) e^{-(q_x - iq_y)^2 l_B^2/4} \\
I_{21}(\vec{q}) &= -\sqrt{\pi} (q_x + iq_y) (4 - q^2 l_B^2) e^{-(q_x - iq_y)^2 l_B^2/4} \\
I_{22}(\vec{q}) &= \sqrt{\pi} \left[ 8 + q^2 l_B^2 (q^2 l_B^2 - 8) \right] e^{-(q_x - iq_y)^2 l_B^2/4}
\end{align*}
\]  

(30)

In Figs. 5 and 6, we plot the real part of the FT of the LDOS for a large magnetic field $B = 50$ T; these features should be observable for energies smaller or equal to 400 meV, for which the linear approximation is still reasonable [58].

For both values of the magnetic field there exist regions of high intensity corresponding to both intra-nodal and inter-nodal scattering which exhibit maxima and minima superposed over a Gaussian decay; the distance between the maxima and minima is proportional to the inverse magnetic length. The high-intensity regions corresponding to scattering between nonequivalent Dirac points ($\xi \neq \xi'$) have only one zero-intensity node ($n = 1$) in their radial dependence, as expected (see Fig. 6). The intensity also goes to zero at the center of these regions ($q = 0$) because of the $q_x \pm iq_y$ factors in Eq. (30). The high-intensity region corresponding to scattering inside the same Dirac point (located at the center of the BZ) has $n + 1 = 2$ nodes, while the high-intensity features corresponding to scattering between equivalent Dirac points ($\xi = \xi'$) show a structure of minima and maxima similar to that of the central feature, but no zero-intensity node.

Also, as noted above, the features corresponding to scattering between equivalent Dirac points are rotationally symmetric (depend only on the magnitude $q$). However, for scattering between nonequivalent Dirac points, $\rho(\vec{q})$ is proportional to $(q_x \pm iq_y)^2$, which breaks rotational symmetry.

To conclude, we have computed the effect of single-impurity scattering on the Fourier transform of the LDOS in the presence of a strong magnetic field. We have found that the FTSTS spectra contain high-intensity regions corresponding both to scattering processes in which quasiparticles remain at the same Dirac point (intra-nodal), and to scattering processes in
which quasiparticles hop between different Dirac points (inter-nodal). Both types of processes give rise to features that contain information about the wavefunction of the electrons in the quantum Hall state (decay length, maxima, zeroes, minima). While scattering between equivalent nodes gives rise to rotationally symmetric features, the features coming from scattering between nonequivalent nodes break this symmetry, manifesting the chirality of the quasiparticles. A special situation arises for energies inside the zeroth LL when we observe no features corresponding to scattering between nonequivalent nodes. This should give rise to a smoother spatial dependence of the LDOS than for the energies corresponding to higher Landau levels.

We focus on a localized impurity, but we expect our results to be quite similar for an extended Coulomb impurity. The most significant difference will be a reduction of the ratio between the intensity of the features away from the center and at the center. It would be interesting to see what happens if other types of disorder are considered which affect not only the electronic density, but also the hopping parameters in the neighborhood of the impurity. Unlike the potential disorder, the hopping disorder couples the nonequivalent valleys even in the zeroth LL, and one expects to observe the corresponding inter-nodal scattering features in the FTSTS spectra for all LLs. Therefore we propose to use the ratio between the intra-nodal and inter-nodal scattering features not only as a good indicator of the extension of the impurity potential, but also in the zeroth LL as an indicator of the form of the impurity potential (potential disorder versus hopping disorder).

The relevant physical regime for the magnetic field is between 20–50 T, and the dominant features we describe (for the second LL) are expected to arise for energies of the tip matching the energies of the LLs, i.e. 200–400 meV. It would be interesting to study what happens for energies of the tip situated between two Landau levels in the presence of multiple impurities. Because of disorder, the LLs are expected to broaden, which translates spatially into a LL energy that fluctuates spatially. Thus, for some energies, one may have overlapping contributions from various LL’s, as well as more complicated (and not so neat) features arising in the FTSTS spectra.

We have found that the FTSTS spectra can give information about the electronic wavefunction in graphene at energies matching the LL energy (decay length, nodes, etc.), as well as about the nature of the disorder. We hope that a comparison between this theoretical study and experiments will shed light on the nature of the electronic states in epitaxial graphene under high magnetic field, where quantum-Hall features such as the LL’s in the DOS are present, but no quantum Hall effect is observed. In particular it would be interesting to test whether the quasiparticles in epitaxial graphene are indeed described by typical quantum-Hall wavefunctions, and if so, whether it is possible to establish the nature of disorder in both epitaxial and in exfoliated graphene. Identifying the form of the wavefunction, as well as the nature of disorder will help understand why the quantum Hall effect is not observed in epitaxial graphene.

5. Friedel oscillations in high-temperature superconductors: testing possible models

One of the intriguing features of the cuprate high temperature superconductors is the existence of a pseudogap phase in the normal state [59]. Elucidating the nature of the pseudogap would be an important step in understanding the physics of high-temperature superconductivity. Among many scenarios, one concrete proposal is that the pseudogap is due to a hidden broken symmetry [60] of $d_{x^2-y^2}$ type in the particle–hole channel [61]. Here we examine the consequences of the presence of such $d$-density wave (DDW) ordering on the Friedel oscillations in the pseudogap phase, as measurable in STM experiments of the local density and its Fourier transform (measured via Fourier transform scanning tunneling spectroscopy – FT-STS). Such STM measurements [16–19,49] on Bi-2122 have been performed in the superconducting state at low temperatures, and the results have been interpreted as interference patterns due to elastic scattering of the quasiparticles from impurities. [17,25,31,62–64]. The underlying explanation for these observations is the fact that the scattering of quasiparticles between regions of the Brillouin zone with high densities of states yields peaks in FT-STS. In a d-wave superconductor (DSC), the regions of high local density of states (LDOS) are situated at the tips of the banana-shaped contours of the quasiparticle excitation spectrum [17]. The wavevectors of the observed peaks are consistent with the wavevectors that connect the tips of these bananas. Thus, the experimental results are consistent with the known picture of the Fermi surface and the LDOS in the pure DSC state.

Moreover, it has even been possible to perform such experiments in the pseudogap regime above $T_c$ [19] and also to study their doping dependence in the superconducting state [18]. These experiments give us a window on the gap (or depletion of low-energy states) which is present in these materials and on its variation from place to place in a given sample. One striking aspect of all of these measurements is the presence of peaks in the Fourier transform of the local electronic density of states (LDOS) at wavevectors ($\pm 2\pi/\lambda$, 0), and (0, $\pm 2\pi/\lambda$), where the wavelength $\lambda$ is between 4 and 7 lattice spacings [18]. This problem has been analyzed from a variety of theoretical perspectives [29,31,32,46,64–70].

Here, we investigate the possible form of STM spectra in both the superconducting and normal states from the perspective of DDW. The $T$-matrix formalism combined with a numerical analysis, are used to obtain the quasiparticle interference patterns of the various ordered states. In the coexisting state, at energies below the DSC gap, the patterns are almost identical to those in the pure DSC state with the same DSC gap. However, they are significantly different for energies greater than or equal to the DSC gap. This transition at an energy around the DSC gap can be used to test the nature of the superconducting state of the underdoped cuprates by scanning tunneling microscopy.

In the presence of DDW and DSC order, the general mean field Hamiltonian for a high $T_c$ superconductor is given by

$$H = \sum_{k\sigma} \epsilon(k) - \mu - \sum_{\sigma} \left[ \sum_{k} iW(k)c_{k\sigma}^{+}c_{k+Q,\sigma} + \Delta(k)c_{k\sigma}^{+}c_{k+\delta k,\sigma}^{+} \right] + h.c.$$

(31)
where \( W(k) = W_0(\cos k_x - \cos k_y)/2 \) and \( \Delta(k) = \Delta_0(\cos k_x - \cos k_y)/2 \) are the DDW order (see also Refs. [61]) and DSC order parameters, respectively, and \( Q = (\pi, \pi) \). The sums over \( k \) include all the wave vectors in the first Brillouin zone (BZ), \(|k_x| \leq \pi, |k_y| \leq \pi\). We take the lattice constant \( a = 1 \).

\[
\begin{align*}
\epsilon_k &= t_0 + t_1(\cos k_x + \cos k_y)/2 + t_2 \cos k_x \cos k_y + t_3(\cos 2k_x + \cos 2k_y)/2 \\
&+ t_5 \cos 2k_x \cos 2k_y + t_4(\cos 2k_x \cos k_y + \cos 2k_y \cos k_x)/2
\end{align*}
\]

(32)

and \( t_{0-5} = 0.1305, -0.5951, 0.1636, -0.0519, -0.1117, 0.0510 \) (eV). We also take the chemical potential shift (from the above dispersion) to be \( \delta \mu = -0.034 \) eV. The chemical potential is chosen such that – and this is consistent with the ARPES measurements [71] – no electron pockets open in the band structure. The equal energy contours for this ARPES band structure as well as for the simpler band structure used in Ref. [32] in which \( t_3, t_4, t_5 \) vanish are given for comparison in Fig. 7. We focus on the case of non-magnetic impurity scattering.

To simplify the calculation, we introduce a four-component (spinor) Nambu field operator, \( \psi_k^\dagger = (c_{k1}^+, c_{k+Q1}^+, c_{-k1}^-, c_{-k-Q1}^-) \). In this new basis, the above Hamiltonian can be written as

\[
H = \sum_k \psi_k^\dagger A(k) \psi_k
\]

(33)

where \( k \) is summed over half of the original Brillouin zone (reduced Brillouin zone – RBZ), namely, \(|k_x| + |k_y| \leq \pi\).\( A_k \) is a four-by-four matrix given by

\[
A_k = \begin{pmatrix}
\epsilon_1(k) + \epsilon_2(k) - \mu & -iW(k) & iW(k) & \Delta(k) \\
-iW(k) & -\epsilon_1(k) + \epsilon_2(k) - \mu & -\epsilon_1(k) + \epsilon_2(k) + \mu & 0 \\
\Delta^*(k) & 0 & -\epsilon_1(k) - \epsilon_2(k) + \mu & -iW(k) \\
0 & -\Delta(k)^* & -iW(k) & \epsilon_1(k) - \epsilon_2(k) + \mu
\end{pmatrix}
\]

(34)

The eigenvalues of \( A_k \) are \( \pm E_1(k) \) and \( \pm E_2(k) \), where

\[
E_{1,2}(k) = [\sqrt{\epsilon_1(k)^2 + W(k)^2} \pm (\epsilon_2(k) - \mu)^2 + \Delta(k)^2]^{1/2}
\]

(35)

We consider impurity scattering of the form:

\[
H_{\text{imp}} = \sum_{k,k'} \sum_{\alpha,\beta=\uparrow,\downarrow} V_{\alpha\beta} c_{\alpha}^\dagger c_{\beta} \psi_k^\dagger V(k,k') \psi_{k'}
\]

(36)

and up to a constant, we can write it as:

\[
H_{\text{imp}} = \sum_{k,k' \in \text{RBZ}} \psi_{k'}^\dagger V(k,k') \psi_k
\]

(37)

where \( V(k,k') \) is a four by four matrix.

The local density of states \( \rho(q, \omega) \), is given by

\[
\rho(q, \omega) \sim \frac{1}{2\pi} \sum_{k \in \text{RBZ}} g(k, q, \omega).
\]

(38)

where \( g(k, q, \omega) \) is defined as follows. Let \( k' = k + q \). If \( k' \) is in the RBZ,

\[
g(k, q, \omega) = \sum_{i=1}^{4} [G_{ij}(k, k', s_i \omega) - G_{ij}^*(k', k, s_i \omega)]
\]

(39)

where \( s_i = 1 \) for \( i = 1, 2 \) and \( s_i = -1 \) for \( i = 3, 4 \). If \( k' \) is not in the RBZ, let \( k'' = k + q - Q \). For this case,

\[
g(k, q, \omega) = \sum_{i=1,3} [G_{ij,i+1}(k, k'', s_i \omega) - G_{ij,i+1}^*(k'', k, s_i \omega) + G_{ij+1,i}(k, k'', s_i \omega) - G_{ij+1,i}^*(k'', k, s_i \omega)]
\]

(40)

Here \( G(k_1, k_2, \omega) \) is obtained by analytical continuation \( i\omega_n \rightarrow \omega + i\delta \) of \( G(k_1, k_2, i\omega_n) \) from imaginary frequencies to real frequencies. The complexity of the above formula stems from translational symmetry breaking in the presence of DDW order.

We compute the local density of states \( \rho(q, \omega) \) using the \( 4 \times 4 \) impurity scattering matrices. For potential scattering given by a \( \delta \)-function, they are

\[
V(k, k') = V_N \begin{pmatrix}
1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & -1 & -1 \\
0 & 0 & -1 & -1
\end{pmatrix}.
\]

(41)
The magnitude of the DDW gap is taken to be 40 meV. The innermost contour corresponds to $+40$ meV energy, while the outermost contour corresponds to a $-40$ meV energy. Scattering between regions of high density of states is indicated by the arrows.

for a non-magnetic impurity, and

$$V(k, k') = V_M \begin{pmatrix} 1 & 1 & 0 & 0 \\ 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 1 & 1 \end{pmatrix}$$

(42)

for a magnetic impurity.

Our results are plotted in Fig. 8 for energies between $-42$ meV and $45$ meV for a pure DDW state with a gap of $W_0 = 40$ meV. The results are reported for the representative values: $V_N = V_M = 0.1$ eV. The imaginary part of the energy $\delta = 0.5$ meV is used for the entire numerical calculation. We have checked that the results are unchanged for smaller values of $\delta$. Following Ref. [31], a $400 \times 400$ lattice is used in our analysis, and the results are displayed in the $(-\pi, \pi) \times (-\pi, \pi)$ interval on a $49 \times 49$ grid for any given frequency. The choice of these parameters is representative. We have repeated our calculations for a number of different sets of parameters; the conclusions remain unchanged.

We note the appearance of peaks corresponding to scattering between the tips of the ellipses, as indicated by arrows in Fig. 7. The position of the peaks is marked by circles in Fig. 8.

The dispersion of the wavevectors with energy is plotted in Fig. 9. As indicated, for positive energies, the dispersion is quite small, and the magnitude of the wavevectors ranges from $(2\pi)/6.9$ at $3$ meV to $(2\pi)/4.8$ at $39$ meV. The dispersion is larger for negative energies, and the peaks are not as well defined. We also note that if one does not shift the chemical potential, while electron pockets open, the dispersion of the peaks position with energy is much smaller and thus more in agreement with the experimental results. This indicates that both the position of the peaks and their energy dispersion are very sensitive to band structure parameters.

Thus, the position of the peaks resulting from quasiparticle interference in a pure DDW with an ARPES-consistent band structure is similar to experimental observations, while the dispersion with energy is larger. However, this is a crude single impurity scattering T-matrix approximation calculation and other factors may need to be taken into account. Electron-electron interactions have been neglected, but are likely to be important for understanding ARPES experiments [72] in which they smear out antinodal quasiparticles. It is hard to imagine that this would not have an impact on LDOS measure-
Fig. 8. Quasiparticle interference spectra for a DDW state with DDW gap of 40 meV for non-magnetic impurity scattering $V = 0.1$ eV. The results are displayed for energies ranging from $-42$ meV to $45$ meV on a linear gray scale. Each plot represents the spectral intensity as a function of momentum in the 1st BZ, for $|q_x|, |q_y| < \pi$. The positions of the peaks are indicated by circles.

Fig. 9. The energy dispersion of the wavevectors of the observed peaks. The magnitude of the wavevectors is plotted in units of $2\pi$, and the energy is measured in meV. The magnitude of the DDW gap is 40 meV.

ments. Furthermore, the renormalization of the order parameter due to disorder in the presence of many impurities may need to be taken into account through a self-consistent Bogoliubov–de Gennes calculation [73].

In conclusion, we obtained the quasiparticle interference spectra in a DDW state, which would correspond to the pseudogap phase of the cuprates. We used an ARPES consistent band structure. We observed the emergence of peaks with wavevectors of magnitude $2\pi/4 - 2\pi/7$ (at positive energies) along the $(\pi, 0)$ direction. The magnitude of the wavevectors is similar to those seen in recent STM experiments in the pseudogap phase [17–19]. The energy dispersion of the peaks is larger than what was observed experimentally, though other theoretical and experimental factors may need to be taken into account when trying to connect our observations to the experimental data. However, the peaks seen in STM experiments will always disperse with energy – even in the case of charge order disrupted by impurities [46,65]. The issue at hand is the quantitative one of how much.
6. Friedel oscillations in Luttinger liquids: effects of interactions

The interplay between interactions and disorder is a long-standing problem in condensed matter physics. In one-dimensional systems, in which the interactions can be treated exactly using the Luttinger liquid theory [74–76] and bosonization [77,78], a lot of progress to understand the effects of impurities has been made over the last 20 years. It was shown that repulsive interactions such as the Coulomb interactions renormalize the impurity strength, such that at low energy even a weak impurity has a very strong effect and can cut the wire into two pieces [79–83]. This translates into a reduction of the local density of states (LDOS) at low energies, and the LDOS decays to zero as a power law [84–88]. At high energies, the effect of the impurity consists in a small power-law correction of the unperturbed LDOS. The two power laws are characterized by two different exponents which depend on the interaction strength.

In this work, we develop an approach that allows one to study the interplay between impurities and interactions and the Friedel oscillations in the vicinity of an impurity for arbitrary size impurities. Our approach is based on writing and solving the Dyson equations – a technique similar to the T-matrix approximation. We consider an infinite homogeneous interacting QW and the corresponding form for the fermionic Green’s functions.

We calculate the form of the Friedel oscillations as well as the dependence of the LDOS with energy. For weak impurities we retrieve the expected Luttinger liquid power-law dependence of the impurity with energy at both low and high energies. For strong impurities at either high energies or large distances to impurity, we recover a power-law dependence with the same exponent \((K + K^{-1} - 2)/2\) as for the weak-impurity regime, consistent with the Luttinger liquid predictions. However, at low energy and small distance, our approach fails to recover the transition to a different power-law exponent characteristic to breaking the wire into two independence pieces, i.e., with exponent \((K^{-1} - 1)\). This comes from a drawback in the approximation used in our approach, which consists to neglect terms mixing impurity potentials and Coulomb interactions in the Dyson equation. This nevertheless does not affect the behavior at large distances/energies, and the validity of the main results of this paper, i.e., the dependence of the LDOS in a wire with two impurities and the transition from the weak-impurity regime to the strong-impurity regime.

We consider a one-channel interacting QW with an impurities at positions \(x_i = 0\) The impurity is described by a backward scattering potential \(\lambda^B\) and a forward scattering potential \(\lambda^F\). The Hamiltonian can be written as \(H = H_0 + H_{\text{int}} + H_{\text{imp}}\), where \(H_0\) describes the non-interacting QW without impurities:

\[
H_0 = -i\hbar v_F \sum_{r=\pm} \int_{-\infty}^{\infty} \psi^\dagger_r(x) \partial_x \psi_r(x) dx \tag{43}
\]

with \(v_F\) is the Fermi velocity, \(\psi^\dagger_r\) and \(\psi_r\) are the creation and annihilation fermionic operators associated with the right movers \((r = +)\) and left movers \((r = -)\). The Hamiltonian \(H_{\text{int}}\) describes the Coulomb interaction in the wire:

\[
H_{\text{int}} = \frac{1}{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{\rho}(x)V(x, x') \hat{\rho}(x') dx dx' \tag{44}
\]

where \(\hat{\rho}(x) = \sum_{r=\pm} \psi^\dagger_r(x) \psi_r(x)\) is the density operator, and \(V\) is the Coulomb potential, which is assumed to be short range due to screening effects by metallic gates or inter-wire coupling. The impurity Hamiltonian contains two types of contribution \(H_{\text{imp}} = H_B + H_F\), backward-scattering term

\[
H_B = \sum_{r=\pm} \int_{-\infty}^{\infty} \lambda^B(x) \psi^\dagger_r(x) \psi_{-r}(x) dx \tag{45}
\]

and forward-scattering term

\[
H_F = \sum_{r=\pm} \int_{-\infty}^{\infty} \lambda^F(x) \psi^\dagger_r(x) \psi_r(x) dx \tag{46}
\]

In the following, we assume that the impurity is localized, i.e., \(\lambda^B(x) = \Gamma^B B(x - x_i)\). Notice that in some works dealing with impurities in a Luttinger liquid, the forward-scattering terms were not included with the justification that such terms could be incorporated in the kinetic part [89–92]. This is correct in the weak-impurity limit, but does not hold in the strong-impurity one. Indeed, the density of states is strongly affected by the forward-scattering terms at strong \(\Gamma^B\); in particular, these terms need to be taken into account explicitly in order to recover the Coulomb-blockade regime.

In order to calculate the form of the Green functions in the presence of impurities, we establish the Dyson equation associated with the Hamiltonian \(H\). Assuming that Coulomb interactions are strongly attenuated with distance and weak in comparison to the energy and neglecting the contributions mixing the impurity potentials and the Coulomb potential, we find
Consequently, for the Green functions, we derive

\[
G_{r,r'}^{R}(x_1, x'_1; \omega) = g_r^R(x_1, x'_1; \omega) \left[ 1 - \Gamma_1^R g^R_{-r,r}(x_1, x_1; \omega) \right] \left[ 1 - \Gamma_1^F \left[ g^R(x_1, x_1; \omega) + g_{-r,r}(x_1, x_1; \omega) \right] \right]^{-1}
\]

and

\[
G_{r,r'}^{R}(x_1, x'_1; \omega) = \frac{g_r^R(x_1, x'_1; \omega) \Gamma_1^R G^R_{-r,r}(x_1, x'_1; \omega)}{1 - \Gamma_1^F g^R_{-r,r}(x_1, x_1; \omega)}
\]

where \(g_r^R\) are the Green functions of a clean interacting homogeneous wire, associated with \(H_0 + H_{int}\). They can be obtained in the framework of the Tomonaga–Luttinger theory \([74,75]\). For an infinite QW with uniform interactions, their form has been derived explicitly in Ref. \([93]\). These Green functions depend on a single chiral index \(r\) since the chiral states are eigenstates of the interacting QW in the absence of impurities:

\[
s_{r}^{R}(x, x'; \omega) = \frac{-e^{i k_F (x-x')}}{2 \hbar v_F \epsilon_0 \sqrt{\pi}} \Gamma (1 + \gamma) \left( \omega_a + i \frac{1}{a K \omega} \right) \left( \frac{K \omega - i a \omega}{\omega - i a \omega} \right)^{\frac{1}{2}} \left( \frac{K |x-x'| \omega_a}{\omega} \right)^{\frac{1}{2}} \left( \frac{K |x-x'| \omega_a}{\omega} \right)^{\gamma - \frac{1}{2}}
\]

where \(\omega_a = \omega + i 0\), \(k_F\) is the Fermi momentum, \(\omega_c = \omega_F / a\) is the small-distance cutoff of the Tomonaga–Luttinger liquid theory \([74,75]\), \(\Gamma\) and \(K\) are, respectively, the gamma and modified gamma functions, and \(\gamma = (K + K^{-1} - 2)/4\). Here, \(K\) is the interaction parameter which is related to the interaction potential by the relation \(K = [1 + 4V(k \approx 0)/(\pi v_F)]^{-1/2}\). In the non-interacting limit, \(K = 1\), Eq. (50) recovers the chiral Green’s functions of a clean non-interacting QW:

\[
s_{r}^{R}(x, x'; \omega) = -\frac{i e^{i k_F (x-x')}}{\hbar v_F} \times e^{i \epsilon(x-x')/v_F} \Theta (r(x-x'))
\]

The above formulas contain all the information necessary to calculate the LDOS of any chiral wire in the presence of one or two impurities as a function of energy and position. It is in fact a generalization of the solutions obtained in Ref. \([94]\) for non-interacting systems to take into account the effects of interactions. An important improvement with respect to Ref. \([94]\) is the fact that our equations for the Green functions are chirality resolved in order to include appropriately Coulomb interactions.

In Figs. 10 and 11, we show the profiles of the LDOS for increasing impurity potential in the presence and in the absence of Coulomb interactions. While the LDOS is asymmetric in energy at weak-impurity potential (Fig. 10), it becomes symmetrical for the strong-impurity potential (Fig. 11). The effect of the impurity is to introduce spatial oscillations whose amplitude increases with the impurity potential. In the presence of interactions, the period of these Friedel oscillations is modified, and the value of the LDOS is reduced. As shown in Fig. 12, the amplitude of oscillations and the density of states at the impurity position are both reduced for \(K = 0.7\) (left graph) in comparison to \(K = 1\) (right graph).

The reduction of the LDOS at the impurity position (here \(x_1 = 0\)) when increasing the strength of the interactions is observed for all values of the impurity potential (see the left graph in Fig. 13). However, the LDOS is drastically reduced for the largest impurity potentials for all values of \(K\) (black full line); this is because a large impurity effectively cuts the wire into two disconnected pieces.
In the right graph of Fig. 13 is shown the LDOS as a function of energy (on a logarithmic scale) for a position close to the impurity. For a weak impurity (red dashed line), the LDOS exhibits a power-law dependence with energy:

$$\rho_0(\omega) = \frac{|\omega|^{K+K^{-1}-2}}{\pi \Gamma \left(\frac{K+K^{-1}}{2}\right)}$$

(52)

which is just the density of states of a clean interacting wire. Here, $\Gamma$ is the gamma function. When the impurity potential increases, the LDOS deviates from this power-law at small energy but converges and oscillates around this power law behavior when the energy increases, as expected (see the dashed–dotted blue line and the black line). This behavior is in full agreement with the results obtained in Refs. [92] and [95]. However, within our approach (and its limitations), we are not able to recover the expected behavior of the LDOS at low energy/distance and strong impurity potential, i.e., a power law behavior of $|\omega|^{K^{-1}-1}$ characteristic to injecting an electron into the end of a semi-infinite wire. This is due to the fact that we neglect the terms mixing the Coulomb interactions and the impurity potential in the Dyson equation. This approximation is justified when $\Gamma_{10}^{B,F}$ and $\Gamma_{11}$ are both weak. For strong $\Gamma_{10}^{B,F}$, we need an additional assumption which is $|k| |\omega| \gg V_F$. This is the reason why our approach fails at low energy and strong impurity potentials. At high energy/large distances, our results are valid.
We have developed an approach based on the Dyson equations which has allowed us to study the LDOS of an infinite interacting QW with two impurities of arbitrary strength. For an infinite homogeneous interacting wire with a single impurity, we have calculated the form of the Friedel oscillations as well as the dependence of the LDOS with energy. We have found that for weak impurities, as well as for strong impurities at high energies/large distances, our approach recovers the expected Luttinger liquid power-law dependence; however, it breaks down for strong impurities at low energy/small distance.

We have applied this approach to study the transition from the weak-impurity regime to the strong-impurity regime in a wire with two impurities, focusing in particular on the regime of large distances and energies. We have found that the main effect of interactions is to reduce the amplitude of the Fabry–Perot oscillations in the weak-impurity limit, as well as of the Coulomb-blockade peaks in the strong-impurity limit. In addition, the interactions affect the periodicity of the oscillations and the distance between the peaks. Moreover, we see that strong interactions also reduce to zero the LDOS on the impurity sites. Also, at non-zero kF and for strong impurities, our results are consistent with those obtained in Ref. [96] for the LDOS of a Luttinger liquid in a box, in particular, we recover an extra-modulation of the LDOS oscillations in the presence of interactions, which is absent in the non-interacting system. This gives an extra confirmation that our approach is valid in that regime.

7. Conclusions

We have described how the impurity-induced Friedel oscillations allow one to probe specific electronic properties of two-dimensional systems such as graphene or high-temperature superconductors, as well as one-dimensional strongly interacting systems. We have shown that the study of the Friedel oscillations allows one to get information not only about the band structure of a system, such also possible using ARPES, but also more hidden information such as the chirality of the electrons in graphene, the wave-function structure in quantum Hall systems, or information about the underlying model describing high temperature superconductors. For some of the systems described here the theoretical predictions can be compared to experimental measurements, as such measurements are already available; it would be interesting to see more such measurements preformed in the future for a more diverse range of systems. While not described here, a similar analysis has been performed also for the two-dimensional surface states of three dimensional topological insulators; a more detailed analysis of topological systems using these tools is foreseeable in the future. The Friedel oscillations are a spectacular and extremely useful tool to analyze and decode the physics of low-dimensional physics, and the STM measurements of these oscillations remain in my opinion one of the fundamental and most important tools of characterizing such a system.
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